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ABSTRACT
User-defined functions (UDFs) have long been used as the de facto
way to extend the capabilities of data management systems. How-
ever, they are restricted to the specificities of each DBMS, and
recent demands for advanced analytics have increased the need for
complex UDFs that may require execution of arbitrary computa-
tion written in any programming language, management of library
dependencies, portability across environments and engines, and
resource isolation. These requirements go beyond what traditional
UDFs were designed for, and have given rise to containerized UDFs
that enable encapsulation and portability. However, this approach
is nascent and can result in significant performance penalties and
usability issues. In this paper, we present the first study that spans
all stages of containerized UDFs’ life cycle, performance bottlenecks
in their execution, and extensibility to support different engines.

Our experiments show that the performance of containerized
UDF execution can be greatly affected by system design choices and
that there are many trade-offs to consider. For example, regarding
themethod of communication with the containerized UDF, we show
that binary-based implementations minimize overheads and are
more than 2.4x faster than widely used text-based ones. Adopting
a newer general-purpose communication method such as Arrow
Flight can improve performance dramatically, causing a minimal
∼10% slowdown compared to non-containerized UDFs. Additionally,
containerized UDF start times vary wildly due to program size and
complexity, from .07s to 7s in our experiments. Our insights can help
DBMS developers make appropriate choices based on individual
use cases when designing their systems.
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1 INTRODUCTION
Users have always sought ways to expand the capabilities of their
database. Although the declarative nature of SQL has been the
main reason for its success and widespread adoption, there is cus-
tom logic that is hard to express in SQL. Therefore, user-defined
functions (UDFs) have become the preferred way to encapsulate
complex functionality (often implemented in a programming lan-
guage different from the engine query language) and increase the
flexibility of these systems. This need for extensibility is more para-
mount today than ever before. Data is consolidated in data lakes in
order to gain novel insights [28, 58]. There is even an effort to bring
data together across industries (see data market platforms [35]). In
this setting, modern data engines are asked to do much more than
the traditional database [19, 47, 48, 67, 71]: train models, perform
inference, drive business intelligence, visualization, etc.

The more broad the reach of data engines, the more users will
rely on UDFs to cover an ever-broadening set of use cases. However,
traditional UDFs cannot always cover all of these cases. UDFs can
fail to provide users with the flexibility and dependency isolation
needed for their workloads. Consider the common scenario of a
user that wants to use Apache Spark [2] to perform data processing
in Spark SQL and score their data using ML models called from
UDFs written in Python [47]. Each of these UDFs may require vary-
ing dependencies based on the model they are using—the wrong
dependency version can lead to runtime errors or incorrect results.
However, the user may not be able to alter the engine host en-
vironment to install those dependencies, e.g., the query is run in
a managed environment, it is not permitted by existing security
policies, etc. Even if the user can load the necessary dependen-
cies for their UDFs in the engine environment, several issues still
arise: (𝑖) UDFs within the same session may use conflicting depen-
dencies, and (𝑖𝑖) changing the computation environment requires
reinstalling those dependencies.

Over the last decade, containers, driven by the popularity of
Docker [4], have become the de facto standard for running arbi-
trary code in an encapsulated environment. Containers are eas-
ily portable across computing environments and are lightweight,
i.e., they share access to the host operative system, leading to fast
startup times and efficient host resources utilization [25, 82]. These
reasonsmake a compelling case for leveraging containers to execute
UDFs [22, 78]. In particular, users can create an image packaging
their UDF code and dependencies so it can run consistently within
a container in different environments. Containerized UDFs can help
them overcome the aforementioned challenges, providing support
in the following areas:
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• Fine-grained dependency management. First, containers fa-
cilitate that user code can rely on arbitrary versions of libraries to
compute results. For instance, in the machine learning context,
a Python UDF may need to rely on specific versions of packages
available in public or private repositories.

• Programming language flexibility. Containers allow users to
write their function code in any language (e.g., Python, C#, Java,
Go). This can be a huge catalyst for productivity, since users can
focus on their function logic, relying on the libraries that they
consider more convenient to work with, rather than learning a
new language or reimplementing custom code each time.

• Cross-platform portability. Containers let users save time by
writing their UDF code only once and reusing it across engines,
as long as the engine can provide a native UDF implementing the
communication protocol with the container. Thus, UDFs can be
executed easily in engines of completely different characteristics
such as SQL Server [10] or Spark.

In a nutshell, combining containers and UDFs can bringmultifold
advantages for end users, as we further discuss in §2. However, there
are many options to consider when implementing containerized
execution in existing systems, as we discuss next.
Container image building and distribution. In order to effi-
ciently manage and operate a containerized UDF system for a data-
base engine, containers need to be built and distributed efficiently.
We look at aspects of the container life cycle that may apply to
containerized UDFs and share design trade-offs and best practices.
For example, how can we rapidly build containers when multiple
UDFs share similar dependencies? In the case where containers will
be co-located with the query execution tasks on the same nodes,
what are potential bottlenecks in rapidly distributing the container
images to all nodes in the database engine cluster?
Execution. In the case of co-located containers, which system de-
signers would be responsible for setting up, deploying, and operat-
ing, what are the start-up costs of different types of UDF containers,
and when and how many containers should we start? If, instead,
system designers leverage a serverless compute platform, such as
Azure Functions [59], to run the containerized UDF, how much
performance will we trade for that convenience?
Data exchange. Data needs to be transferred between the com-
pute engine and containerized UDF. One could choose different
implementation options for data movement, e.g., sockets, REST,
RPC. How does each alternative perform compared to each other,
running locally (with containers co-located with engine nodes) vs
remotely? In addition, we need to choose the data exchange format.
What are the trade-offs of a custom protocol compared to relying
on a generic data format such as JSON or Apache Arrow [1]?

Contributions. With the sheer number of choices available, the
goal of this paper is to highlight the performance implications of
various design alternatives for supporting containerized UDFs in
database engines, starting from container creation and all the way
through query evaluation. We make the following contributions:

• An analysis and evaluation of containerized UDF execution (§4),
given a representative architecture using Spark (§3).

• Performance impact of multiple design choices in a local, self-
managed setup (§5), such as data communication implementation
or container initialization.

• Trade-offs between local (co-located, self-managed) and remote
(external, hosted) container management and deployment imple-
mentations, including a thorough performance comparison (§6).

• Containerized UDFs using SQL Server (§7), an engine with dif-
ferent characteristics compared to Spark, hereby showcasing the
flexibility of this approach.

2 MOTIVATING EXAMPLE
In this section, we provide a short overview of a common approach
to UDF implementation in existing data engines (§2.1), following
which, we discuss the limitations of such an approach (§2.2).

2.1 UDF Definition and Execution
Although every data processing system proposes a different flavor
of UDFs, there are commonalities in the steps that a user should
follow to execute their custom code across them. Apache Spark [2]
is an open-source distributed data processing engine. Next, we use
Apache Spark to illustrate the aforementioned steps and some of
the challenges that can arise in the management of UDFs within
Spark and similar systems.

Assume a user wants to perform batch inference (also known as
scoring) on data stored in Spark using a pre-trained scikit-learn [17]
model.
Implementation. In this example, the user will start by writing a
Python scalar UDF for Spark, which could be done as follows:
@udf(returnType=FloatType())
def udf_skl_predict(model_path, data):

loaded_model = pkl.load(open(model_path, 'rb'))
return loaded_model.predict(data)

The UDF will operate on single input argumentsmodel_path and
data, load the model from the provided path, feed the data into the
model, and return a floating number representing the prediction.
Similar to other engines, Spark provides auxiliary libraries with
pre-defined annotations that can be used to decorate the function
implementation, e.g., in this particular case, the UDF return type.
Registration. After implementing the UDF, the user needs to ex-
pose the new UDF (including its dependencies) to the engine so it
can be referenced at query time. In this case, the registration is done
through PySpark (native Python interface for Spark) and consists
of a single method call providing the user-facing function name
and a reference to the UDF.
spark.udf.register("PREDICT", udf_skl_predict)

Other data that can be provided at registration time varies greatly
across engines, e.g., behavior characteristics, security mode, etc.
After executing this method, the UDF will be callable within the
scope of the current Spark session. In addition to registering the
function with the engine, the user also needs to ensure that all Spark
nodes have the correct environment to execute the UDF. Concretely,
PySpark provides different ways to manage Python dependencies
within a Spark session [50], either using Conda, Virtualenv, or PEX.
Execution. Finally, users run queries referencing the newly created
UDF as they would normally do with any other function.
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spark.sql("SELECT PREDICT('<file path>', col_x) AS p "
+ "FROM table").show

The internal execution mechanism varies greatly from engine to
engine. Spark is written in Scala, and thus, only UDFs written in
languages supported by the Java Virtual Machine (JVM) can be run
natively within the engine. In addition, Spark provides support for
UDFs written in Python1, such as in this example, and the Spark
community has recently introduced important improvements to
make Python UDF execution more efficient, e.g., vectorized UDFs
built on top of Apache Arrow [1], reducing the invocation cost and
data serialization overhead between JVM and Python processes.

2.2 Limitations of Existing Approach
As noted in the Introduction, there are several limitations with the
aforementioned approach to UDF implementation.
L1: Fine-grained dependency management. The dependencies are
defined within the scope of a Spark session [33, 65]. Consider a
common scenario where the user calls their UDF again within
the same query, or in another query within the same session, but
this time using a model that was built using a different scikit-learn
version, and thus, requiring a different Python environment to avoid
an error [18, 20]. The current approach cannot handle dependencies
at this fine granularity.
L2: Programming language flexibility. The example above considers
an engine with built-in support for Python, the programming lan-
guage used by the UDF. Now assume that the user wants to execute
a function written in C#.Without native support for C# in Spark, the
user will need to reimplement the function in a supported language.
L3: Cross-platform portability. The UDF implementation and han-
dling of dependencies are tightly coupled with the Spark engine.
Over time, the user may want to use the same UDF simultaneously
in another engine, or the user’s organization may decide to migrate
to a new engine altogether. Even if the target engine has support
for Python, these two scenarios would likely require (𝑖) rewriting
the UDF, and (𝑖𝑖) setting up all the dependencies in the new execu-
tion environment correctly, as the current approach is not portable
across engines and environments.

3 CONTAINERIZED UDF EXECUTION
In the previous section, we discussed the general process for creat-
ing and calling a UDF. In contrast, we introduce containerized UDFs
in this section. In particular, we briefly describe containers in §3.1,
then present a reference architecture and describe the modified
steps to define and execute a containerized UDF in §3.2.

3.1 Background on Containers
Containers are a lightweight way to package code, runtime, and
all dependencies into a single runnable unit. Containers are dif-
ferent from VMs in that they virtualize resources at the operating
system (OS) level [25, 82].

Containers are stored as container images, which consist of a
layered file system. The layers in the container image are read-
only and represent different components that are added to the

1PySpark is popular among data scientists, who prefer to rely on the rich ecosystem
of data science packages available in Python.

Data Processing
System

Containerized UDF Service
Containerized UDFs

Client

SELECT func(*) 
from mytable

Execution 
Engine

Container 
Manager

1

3 4

2

data

User code and dependencies

def my_func(data):

UDF Container 
Image

Container 
Registry

0

results5results6

query create

def func(data):
# service.my_func(data)

retrieve

Registration Service

artifacts

def 
my_func(data):

requirements

Figure 1: End-to-end workflow. Setup steps shown in blue
dashed lines, execution shown in solid black lines.

container at creation time. The layers are stored in compressed
(zipped) format, and each container image also includes a manifest
file with a list of hashes, one for each layer. Often, a container image
starts with a base image in the first layer such as Ubuntu or Alpine
(a common lightweight Linux-based OS), and then the user may
include additional layers consisting of packages or software on top
of that layer. The layers of the container image are stored in the
order of the commands in the Dockerfile, a script that describes how
to build the image. To launch a container, the image is deployed
into a running container instance, which will include a thin writable
layer to store any state created at runtime.

Container images are usually handled by a container registry, a
repository for storing and retrieving the different layers of each
image. After the images are built, a client can be used to push
them to the registry. Each layer of an image is compressed and
pushed separately, as described in the manifest files. The registry
uses the manifest files to track which layers are common among
container images. For example, assume a user creates two images
with Alpine as the base, and then adds different software to each
image in subsequent layers. When the user pushes the first image
to the registry, all layers will be sent and stored. However, when the
user pushes the second image, the registry will identify the Alpine
layer, and thus, only the subsequent layers will be sent.

To retrieve the container image, the client can pull it from the
registry layer-by-layer. If any of the image layers are already present
on the client’s machine, that layer will be skipped. As the layers
are pulled, they are also extracted from the zip format so that they
can be launched. Fully managed container registry offerings have
proliferated over the last few years [5, 9], especially across cloud
providers [37, 56, 79].

3.2 Containerized UDF Definition and
Execution

Other systems [22, 78] have forayed into the space of container-
ized UDFs, enabling support for external functions backed by cloud
serverless platforms. The design space for utilizing containerized
UDFs for generic function execution in data engines covers a wide
range of topics. We seek to characterize the design decision land-
scape and evaluate a variety of possible solutions to aid in decision-
making. To this end, we highlight the important components that
would need to go into a such a system. In this section, we introduce
a reference architecture, based on similar systems, that implements
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containerized UDFs within a data processing system. The archi-
tecture and the interaction among its components are presented
in Figure 1. Next we describe the steps to define and execute con-
tainerized UDFs in contrast with the example introduced in §2.1.
Implementation. Just as in the prior example, the user must bring
in their UDF code, such as a Python function for scoring an ML
model. Additionally the user must bring in a list of dependencies
(such as a Python requirements.txt file [15] and/or a list of Ubuntu
packages), and any additional files that the UDF environment might
need (such as an ML model). Figure 1 shows these dependencies at
the top of the workflow graph in the dark gray box.
Registration. The user submits the UDF code and dependencies
to the Registration Service. Continuing in Figure 1, the Registration
Service packages them into a UDF container image 0 , and pushes
it to a container registry. The containerized UDF will include the
original UDF with boilerplate code for (𝑖) decoding incoming data
requests, (𝑖𝑖) calling the original UDF logic, and (𝑖𝑖𝑖) returning the
encoded result. The Registration Service also generates a user-facing
client-side UDF 1 (that the client will use to call indirectly the
Containerized UDFs) and registers it with theData Processing System.

This setup also employs a Containerized UDF Service, which
can access the container registry and is accessible from the Data
Processing System. This service, which can be co-located with the
engine or running remotely as we will study in §6.2, contains the
Container Manager , which is responsible for orchestrating container
deployment. The Data Processing System contacts the Container
Manager 2 which will coordinate distribution of the image to all
worker nodes. Depending on its settings, the Container Manager
may spin up the containerized UDFs (green dotted arrows) at this
time to optimize performance, or it may wait until the user issues a
query to save resources; we evaluate both options in §5.3.2.
Execution. In the lower-left corner of Figure 1, we show the client
submitting their original query 3 referencing the client-side UDF.
The query is compiled and submitted to the Execution Engine. Dur-
ing execution, the client-side UDF sends the data in batches to
a URL provided by the Container Manager 4 , which acts as a
load balancer to distribute these batches across the containerized
UDFs. If the containers were not started as part of the Registration
phase, they will be started now. The communication between the
client-side UDF and the Containerized UDF Service is governed by a
communication protocol. As we will explore in more detail in §5.1,
different data formats and communication implementations can be
supported. The Containerized UDFs process the data and return the
results, which are then sent back to the client-side UDF inside the
Execution Engine 5 . Query execution proceeds as usual until it
completes and its results are returned back to the client 6 .

As we can see from this example, containerized UDFs solve the
limitations that we described in §2.2. Concretely, UDF dependencies
are completely isolated from other UDFs and the Data Processing
System, and thus, can be handled at a finer granularity (L1). In
addition, users are not forced to implement their UDF in any specific
programming language depending on the Data Processing System
(L2), as the original UDF is not directly called by it. And finally, the
Data Processing System can be swapped out for any other system as
long as it can provide a client-side UDF that can communicate with

Containerized UDF Service

Spark Worker 
Node 1

Executor
task 1
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out)…

Container Manager
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Containerized 
UDF

Containerized 
UDF

Containerized 
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Containerized 
UDF

Containerized 
UDF

task 2 task 3
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Figure 2: (a): Local, self-managed containerized UDF service.
(b): Remote, managed containerized UDF service.

the Containerized UDF Service, which prevents the user from being
locked to using their UDF with only a specific data engine (L3).

In the experiments presented in §4-§6, we evaluate this archi-
tecture using Spark as the Data Processing System. However, as
we mentioned previously, our study aims to provide results and
insights that are applicable across engines that can rely on con-
tainerized UDFs. In Figure 1, the user-facing client-UDF generated
by the Registration Service and the code to register it with the Data
Processing System are specific to Spark. However, the rest of the
implementation would still be similar for other engines supporting
UDFs. We discuss and validate the generality of the reference ar-
chitecture in §7, where we replaced Spark with SQL Server, and we
only needed to change the user-facing client-UDF, and the code to
execute the registration with the engine; the rest of the implemen-
tation remained the same.

4 END-TO-END EVALUATION
In this section, we look at the end-to-end performance of our refer-
ence architecture. We focus on some high-level takeaways before
digging into sub-component performance and providing more de-
tails in subsequent sections. To understand how the characteristics
of the UDF affect the implementation choices, we used random data
on UDFs with different characteristics:
• Data-intensive UDF. It takes a pre-trained scikit-learn [73]
random forest model with 28 inputs, scores and returns the data.

• Compute-intensive UDF. It takes an integer as input and re-
turns the largest prime factor of that integer.

Experimental setup.Our experiments were performed on a Spark
3.0 cluster with 2 head and 4 worker nodes (provisioned by HDIn-
sight [8]), each with Intel®Xeon®Platinum 8171M CPU@ 2.60GHz
(8 Cores), 64GB RAM, and Python 3.7. Each experiment was run 7
times, dropping the low/high values and then averaging.We assume
that the containers have already been built and deployed.
End-to-end results. Figure 3 shows end-to-end runtime for both
UDFs using three different implementations across three different
data set sizes (100K, 1M, and 10M rows), which are scaled-up repli-
cations to show how the performance scales across the range of
sizes. For our baseline implementation (shown as solid lines), we
executed both UDFs as regular Python scalar UDFs and we did not
use containers, as described in Section 2.1.

Using the reference architecture presented in §3.2, we used two
representative implementations for locally and remotely managed
containerized UDF services. For the first implementation (Local), the
containerized UDF service was co-located with each Spark executor
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on the same VM as shown in Figure 2a. For each Spark task, we
deployed a container locally on the same VM. For this experiment
we used Arrow Flight [54], a mostly zero-copy gRPC-based protocol,
to send the data and responses over localhost between Spark and
the containers. The performance (shown in dashed lines) is very
close to the no-container case, ∼10% slower across both UDFs and
all data sizes. The overhead is minimal because (𝑖) the network
latency is low over localhost, and (𝑖𝑖) Arrow Flight enables efficient
data transfer through zero-copy [26].

For the second implementation (Remote), we used Azure Func-
tions (AZF) [59] to act as the remote externally-managed container-
ized UDF service, shown in Figure 2b. The data is sent from Spark
to AZF as numpy [12] serialized using pickle [14] embedded in a
REST/JSON protocol. (Arrow Flight was not available on any of the
remote services we considered.) The performance (shown in dot-
ted lines in Figure 3) is significantly slower than the no-container
version: a ∼2.0-3.2x slowdown for the data-intensive UDF and a
∼3.8-4.4x slowdown for the compute-intensive UDF due to (𝑖) the
overhead of serialization/deserialization to/from JSON, (𝑖𝑖) the lack
of state between subsequent calls that would allow model caching
in scoring for the data-intensive UDF, (𝑖𝑖𝑖) network latency due to
the remote endpoint, and (𝑖𝑣) limitations [60] we encountered in
scaling up the remote service that made it difficult to match Spark.

Although the performance of the remote managed setup is the
poorest, there are several advantages to it. In particular, the co-
located setup requires operating and maintaining infrastructure.
Additionally, it needs sufficient local compute and memory to host
the containers in the executor nodes. On the other hand, a managed
servicemay be able to quickly scale the number of containers up and
down more easily, and may provide additional isolation guarantees.
§4 Key Takeaways:
• With local (co-located) self-managed containers, we saw only
∼10% overhead with our Arrow Flight-based implementation.

• With remote (external) managed containers, we saw a signifi-
cant slowdown (∼2-4.4x) compared to the no-container version.

Experimental Roadmap We next break down the process and
dive into performance factors related to local self-managed con-
tainerized UDFs in §5. We then look at trade-offs when using a

Table 1: Containerized UDFs communication alternatives.

Method Selected Implementation Overhead Generality

File Parquet to shared disk Medium High ✓

Binary Sockets: serialized numpy
over TCP Low ✓ Low ×

Binary Arrow Flight over gRPC Low ✓ High ✓
Text Web Server Endpoint High × High ✓
Text MLflow over HTTP High × High ✓

remote managed system for containerized UDFs in §6. Finally, we
discuss the extensibility of this design in §7.

5 SELF-MANAGED CONTAINERIZED UDFS
In this section, we dive deeper on running containerized UDFs
when they are self-managed, meaning when system designers im-
plement containers management themselves as opposed to relying
on an externally managed service to host the containerized UDFs.
First, we describe different communication alternatives between
the engine and the containers in §5.1. The choice of data communi-
cation implementation has an impact on performance. In §5.2, we
discuss this impact in the context of the end-to-end performance
of containerized UDFs, while in §5.3, we explore the impact on ini-
tialization of containerized UDFs as well as how this initialization
can be affected by UDF requirements and system architecture. Fi-
nally in §5.4, we examine additional factors impacting performance
throughout the containerized UDF life cycle.

5.1 Data Communication
As indicated in Figure 1, the data engine needs to send data to
the containerized UDF service endpoint and the endpoint needs
to execute the UDF over this data and send the result back. It is
important that the method of transport adds as little overhead
as possible while remaining as language and platform agnostic
as possible. In this section we experiment with how the data is
communicated between the database engine and the container,
and the impact of different communication implementations on
performance.

In §3.2, we explained that we need a client-side UDF to communi-
cate with the containers. Since we are using Spark, we use a Pandas
UDF [13]. This client-side Pandas UDF handles the communication
of data from the database engine to the container and back. The
client-side UDF is registered in the Spark environment and, from
the user’s perspective, gets called as if it were the user’s UDF. Un-
less otherwise specified, our experiments call the client-side UDF
in batches of size 10K (the default batch size for a Pandas UDF); one
batch corresponds to one call to the container.

Throughout the experiments in this section, we use the same
two example UDFs described in §4. To communicate data between
the database engine and the container, there are several options
which we summarize in Table 1 and describe next:
File-based: Passing the data by reading and writing from shared
files. This requires setting up a file share (which avoids network
communications if the database engine and container are on the
same machine) or a network file share between the database engine
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and the container. It is also relatively simple to implement and trou-
bleshoot. The performance of this method can suffer depending on
how the data is stored and how fast the storage can be accessed
(disk speed or network speed using a remote disk).
Selected implementation(s). We mounted a volume into the con-
tainer on the same VM as the database engine to use as the shared
reading and writing location and used Apache Parquet as the seri-
alization format.
Binary-based: Network-based communication with a customized
serial/binary format. This method minimizes the amount of data
that is sent and and the cost of serialization is relatively low de-
pending on format (pickle [14], Apache Thrift [3], etc).
Selected implementation(s). For this method, we experimented
with two different implementations. The first is Sockets, which is
serialized numpy [12] over TCP. The sockets approach may limit
the language and library versions in which the user can write a
UDF (depending on serialization implementation). For example, the
usage of serialized numpy for data communication necessitates
that the numpy version in the database engine and in the container
match. However, we still chose to experiment with this option to
assess the overhead introduced by other implementations. In par-
ticular, as serialization is amongst the fastest way to transport data
(as opposed to verbose JSON), it represents a practical lower bound
for data transportation. The limitations of the sockets approach can
be overcome with the second implementation we evaluated, which
is Apache Arrow Flight [54] over gRPC.
Text-based: Network-based communication in a standard verbose
format such as JSON. The advantage of using a common format such
as JSON-based methods is that it can be read in any platform that
can parse JSON, and many REST endpoints support or expect this
format, making it an extremely flexible solution. A disadvantage is
that it can negatively impact performance due to the overhead of
JSON parsing and the larger quantity of data in general that must
be sent over the network.
Selected implementation(s). For this method, we experimented
with two different implementations. We used a REST/JSON-based
MLflow endpoint [11], and a REST/JSON-basedWeb Server imple-
mentation provided by Azure Functions (AZF) [59].

5.2 End-to-end Evaluation Time
In this experiment, we used the same Spark cluster and setup in-
troduced in §4 to measure end-to-end performance across the data
communication options described in Table 1. All experiments sent

the data in 10K batches (which is both the default size and what
we confirmed to be optimal for Spark-side performance) except
for Parquet. With Parquet, we found 100K batches minimized the
overhead of creating and opening files. For the experiment, the
containerized UDF service is co-located with each Spark executor
on the same VM. Note that although containers using text-based
communication such as MLflow and Web Server are designed to be
used in a remote managed environment, we also chose to run them
in this local setting for completeness. This way we can isolate the
parsing and protocol-related overhead in a local setting (where net-
work latency was not a major factor). It also allowed us to control
the exact number of deployed containers and keep the underlying
hardware consistent throughout the experiments.

Figure 4 shows the end-to-end time for executing the data-
intensive scoring UDF introduced in §4 on 10M rows. In the column
labelled No Container, we show the UDF written as a standard
Pandas UDF, and we use this as the baseline. The next two fastest
performers are the binary-based methods Arrow Flight and Sockets,
with a ∼1.1 and 1.3x slowdown respectively. Following these is the
file-based method Parquet with a ∼1.6x slowdown. The slowest
methods were the text-based methods MLflow and the Web Server ,
which had a ∼2.4x and ∼3x slowdown respectively from no con-
tainer. TheWeb Server container performs worse than MLflow be-
cause MLflow has built-in optimizations such as model caching [69].

We repeated the experiment for 100K, 1M, and 100M rows, and
the six options always finished in the same order with the scalability
remaining roughly constant as Figure 4, e.g., for MLflow, 33.7s for
10M rows and 338s for 100M rows; for Parquet, 23.1s for 10M rows
and 214s for 100M rows. In general, we found that Arrow Flight
is the clear winner in terms of both flexibility (with support for
11 languages and counting) and performance. To experiment with
larger data sizes, we executed a query that performed scoring using
a scikit-learn model over 725.5GB of the Criteo click log dataset [31].
The execution for No Container took 2903s, while the Arrow Flight
variant took 3028s. Thus, the overhead was slightly less than the
experiment shown in Figure 4: ∼4.3% vs ∼10%. This difference is
due to the smaller size of the Arrow Flight payload in the Criteo
example, i.e., the selected features contain many repeated values,
which in turn lead to better compression. The Arrow Flight setup
could potentially be improved further by mapping the data directly
from the database engine into the container [83], but this setup may
not work easily with all languages, setups, or database engines.
Impact of UDF profile. In §4, we introduced both the data-
intensive scoring UDF and the compute-intensive primes UDF. To
understand how the characteristics of the UDF affect the overhead
ratio, we will use those UDFs in addition to a compute/data-intensive
UDF, which is a modified version of the compute-intensive UDF
where we send 28 inputs, like the data-intensive UDF, and return
the largest prime factor of one of the inputs.

We compared those UDFs using two different implementations:
(𝑖) without using a container (baseline), and (𝑖𝑖) using a container
based on the AZF Web Server image. The results of this experi-
ment are shown in Figure 5. To normalize across the runtimes of
the different UDFs, the comparison between the baseline and Web
Server is represented as a ratio of runtimes. The relative overhead
of encoding and transferring data to the container and receiving
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Figure 5: Comparison of local REST (self-managed) with no
container for different types of UDFs.

and decoding data from the container is less for compute-intensive
UDFs as compared to non-compute-intensive UDFs. For compute-
intensive UDFs like the primes UDF, the majority of the runtime
goes in performing the computations of the UDF itself. For computa-
tionally lightweight UDFs, such as the data-intensive scoring UDF,
the runtime of the original UDF is so fast that any additional time
needed for parsing and network latency significantly adds to the
relative runtime. These results suggest that the required compute
and data profile of the UDF will impact the selection of the data
communication method. For a single containerized UDF, the chal-
lenge of optimizing a computationally lightweight function that is
also data-intensive, is that the cost of sending data to and from the
container must be paid without outweighing the cost of performing
the function itself. As a result, optimizing the performance of light-
weight UDFs requires using a data transport technique that has
low absolute cost, such as Arrow Flight. More compute-intensive
UDFs have more flexibility, as any data transport method might
be acceptable due to small relative overhead. Although a binary
communication method may offer the absolute optimal solution
in terms of performance, there are benefits, discussed in §5.1, of
other data communication methods. Thus, the profile of the UDF
and consequently, the relative overhead of data transport to and from
the container, play a role in choosing a data communication method.

Impact of query profile. Previously we discussed experiments
involving SELECT-FROM queries. To gain insight into the effect the
query profile has on the runtime and overhead of containerized
UDFs, we experimented with (1) a GROUP BY query with an aggre-
gate UDF and (2) a JOIN query with scalar UDFs on its inputs.

For (1), we experimented with an aggregate query using the NYC
Taxi dataset [66]. The aggregate groups by start longitude (10K-
90K rows/group), leading to a shuffle read of 65.6GB, and returns a
serialized scikit-learn model trained on that group. Computation
for the GROUP BY in conjunction with the compute-intensive model
training UDF results in an overall query workload that is more
compute-intensive than any of our other experiments and causes
CPU bottlenecks. Our baseline (no container) setup had an end-to-
end runtime of 910s (CPU utilization was 80-95%) and local Arrow
Flight took 1829s (CPU utilization over 100%). Compared to Figure 3,
the overhead for Arrow Flight increased from ∼1.1x to ∼2x due to
the CPU bottleneck. We ran the same experiment with the local
Web Server , and were also CPU-bound, with overhead of ∼8x. To
obtain more compute, we reranWeb Server remotely on AZF and

Table 2: Memory footprints and initialization times.

Size on
Disk RSS (KB) docker

run (s)
UDF
Init (s)

Parquet 490MB 67,248 0.58 0.49
Sockets 352MB 47,489 0.59 0.07
Arrow Flight 516MB 70,832 0.61 0.10
Web Server 1.58GB 121,831 0.61 3.07
MLflow 1.60GB 201,994 0.62 7.02

saw only ∼5x slowdown, which was still worse than the ∼2-4.4x
slowdown shown for remote in Figure 3.

For (2), we used a self-JOIN query that executes the data-
intensive UDF on each of its inputs. We locally pre-spun up twice
the number of containers than we used in the previous examples,
repeated the data-intensive scoring experiment with Arrow Flight,
and observed that the overhead was ∼10%, as we expected. Note
however that in a resource-constrained cluster, wemight not be able
to spin up containers for all UDFs ahead of time (warm start, further
discussed in §5.3.2), leading to additional overhead. If this were an
issue, one could consider leveraging a remote containerized UDF
service. The optimization of queries with multiple containerized
UDFs is discussed in §8 and §9 but left to future work.

From these results, we can observe how more complex queries
and operators may lead to increased utilization of cluster resources,
and thus, fewer resources available for running the containerized
UDFs. For instance, in (1), the resource competition between the
shuffle read from the aggregate and the compute-intensive UDF
resulted in CPU bottlenecking that created additional overhead. On
the other hand, in (2), both the query and the UDF are less compute-
intensive, hence we could run twice the number of containers and
see the same performance overhead as with a single containerized
UDF, despite having multiple containerized UDFs in the query.

5.3 Initialization and Memory Footprint
In addition to any resources needed to facilitate database engine
to container communication, UDFs can have arbitrarily complex
requirements such as mounting a file share or launching a complex
program. For that reason, it is critical to measure the impact of
these requirements on the time taken by the container to be ready
to serve requests from the engine. We refer to this time as the
initialization time. Additionally, the questions of when and how
many containers to initialize give rise to performance trade-offs
that should be considered, which we study here.

5.3.1 Program resources and complexity. The five images intro-
duced in §5.1 (described in Table 1) have different requirements
and implementation complexity. For each of those images, Table 2
reports the image size on disk and the resident set size (RSS) as
reported in the memory.stat file. (RSS is the memory footprint
consisting of stacks, heaps, and memory maps.) This information
can be used as a very rough measure of program complexity.

There are two things that must happen before requests can be
served by the UDF program. First, the container must be in Running
state, initiated by calling docker run, which means that resources
are allocated for the container (including port forwarding/volume
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Figure 6: Log-scale end-to-end times for the Parquet file
share UDF container with both cold and warm starts.

mounting inside the container). For each of the 5 images, we mea-
sured the time to return from docker run and transition to Running
state on our Spark cluster setup. All 5 images took 0.6s ±0.02𝑠 .

Second, after a container is running, the UDF program itself
needs to be ready. To measure this, in the Parquet case, which
uses file share, the program needs to launch so that it can read
and write data from the mounted volume. Thus, we modified the
container code to write a health check file to the shared volume
when the program is ready, and we timed when the file was cre-
ated. In the network-based cases (all others), the program needs to
launch and open a server socket before it is ready. Thus, we took
an approximate measure using curl on the socket over localhost
and waited for it to send a reset message. (If the program inside
the container was not running, we received a connection refused
message.) Table 2 shows the results of this in the UDF Init column.

The time for the program to be ready in the network-based
containers varies greatly across our examples, with the simple
TCP Sockets taking only 0.07s while the MLflow endpoint (which
launches multiple threads) took more than 7s, 100x slower. Program
complexity plays a large role in start times; this significant variation
should be taken into account for the design of containerized UDFs.

5.3.2 Prewarmed containers. It is well documented (ex: [53]) that
container cold start (i.e., container is not spun up until it is needed)
has a significant penalty over warm starts (i.e., container is spun
up preemptively). The trade-off that occurs here is that cold start
minimizes the amount of time that a container is running, which
saves resources, but by not starting the container soon enough, it
incurs a performance penalty that is especially noticeable in short
running queries. Hence, it is important to quantify the impact that
prewarming a container has on the containerized UDF scenario.

For this experiment, we run the ML model scoring UDF intro-
duced in §4 inside the Parquet image which uses file share. We
chose the Parquet image because it had median initialization time
from our Table 2 experimental results. The cluster, described in §4,
has 4 nodes and a maximum of 3 concurrent tasks per node. For the
warm start case, we pre-spin 12 containers (one per task) before
running our query. For the cold start case, each Spark task launches
its own container before processing its input data.

Figure 6 shows the time to run the Parquet containerized UDF
within a query using different input sizes: 100K–1B rows of data.
The total number of tasks that Spark executes for a given query
is computed based on the size of the input data to be processed.
For our data sizes, Spark uses from 3 to 30 tasks, shown above the

bars. Thus, for the warm start, there are idle containers for the
smaller data sizes, while for 100M, one task cannot be executed
until one of the first 12 scheduled tasks has finished. For the cold
start, the number of containers that are spun up is equal to the
number of tasks run by Spark. Our results show that the difference
between warm and cold start for each of the data sizes is 1.1, 1.6, 1.7,
2.2, and 18s, respectively. This roughly fits the expected slowdown
for the cold start based on the results of our previous experiment
shown in Table 2. For instance, the 100K row example requires 3
Spark tasks, and for cold start this means there will be ∼1 container
per node (because the 3 tasks that each spin up a container are
distributed across the 4 node cluster for a total of 12). Adding the
time to run the container (.58s) and the time for the program to
be ready (.49s) amounts to ∼1.1s, the approximate slowdown we
obtained. For 10M rows, there is likely some contention since each
of the 4 nodes spins up 3 containers at once. As Spark does not
return a result until all tasks are finished, the performance is bound
by the slowest container’s start time on the high end of the variance
bounds. For 100M rows, the startup cost almost doubles since it
cannot spin up the 13th container until the fastest of the 12 tasks
has finished. Finally, for the 1B container with 30 tasks, 2.5 waves
of tasks result in additional slowdown, but the ratio of warm:cold
slowdown remains on par (99%) with 100M.

For the MLflow container, the amount of overhead (∼7s) would
make smaller queries with a cold start prohibitively expensive. For
larger runs (for example, in Figure 3 we see that MLflow took 33.7s
for 10M rows), adding a ∼7s+.6s startup penalty starts to become
amortized, but would still be non-trivial, adding an additional ∼1.2x
slowdown in the 10M row case in addition to the slowdown that
comes from the communication overhead. The faster container start
times for Parquet means that cold start adds only a ∼7% overhead
for 10M rows. Deciding on whether to pre-spin containers therefore
depends on use case, data size, and resource utilization requirements.

5.3.3 Number of Containers. In the previous experiment, we chose
to launch one container per Spark task for the warm start scenario.
As we can see in Table 2, the amount of memory (shown as RSS size)
needed for running each container is reasonably small. However, we
wanted to evaluate the performance impact of reducing the number
of containers for use in memory-constrained environments. For
this experiment, we spun up only one container per node, i.e., the
container could have been shared by at most 3 tasks. In general, we
found a prohibitively large performance degradation when Spark
tasks were sharing the container. The main reason is that unless the
container code is adapted to handle multiple requests concurrently,
e.g., using multiple threads, the degree of parallelism is effectively
reduced from the number of tasks to the number of nodes.

5.4 Containerized UDF Life Cycle Performance
Considerations

In the previous section, we introduced a variety of container im-
ages. It is considered a best-practice to keep images as small as
possible [34], but as we saw in Table 2 and as described in other
studies [88], commonly used images can vary widely in size and
complexity. We performed studies to understand the factors im-
pacting performance when building and distributing containerized
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1 FROM python:3.8-slim-buster as build
2 WORKDIR /install/

3 COPY /local/reqs.txt reqs.txt # Install the Python packages
4 RUN pip install --prefix=/install -r reqs.txt

5 FROM python:3.8-slim-buster # Now the next phase of the build 
6 COPY --from=build /install /usr/local # Copy the Python packages from step 4

7 WORKDIR /workdir/

8 COPY main.py /workdir

9 COPY $MODELNAME /workdir/model  # Do this as late as possible

10 CMD [ "python3", "-u", "/workdir/main.py" ] # execute the command

Figure 7: Dockerfile example for scoring.
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UDFs. In this section, we study the steps leading up to UDF execu-
tion related to the container building and distribution. We first look
at building additional images when there are only minor changes
to the UDF, allowing the user to rapidly generate additional con-
tainerized UDFs if their dependencies do not change significantly.
We then look at the impact of disk speed on the container life cycle.
Experimental setup. All experiments in this section were per-
formed on a VM with 4 vcpus, 16 GB RAM (Azure Standard D4s_v3
SKU) using Docker v20.10.7 with Ubuntu 18.04. The VM had a 1
Gbps network connection. Each experiment was run 5 times, drop-
ping the low/high values then averaging. We used the premium
offering of Azure Container Registry (ACR) [57], which has a mini-
mum of 100 Mbps download and 50 Mbps upload speeds as of this
writing, located in the same cloud region as our other resources.

5.4.1 Container Image Build. As we described in §3.1, the Docker-
file contains a list of commands specifying how to build the con-
tainer image. This file also determines the resulting image size and
structure, and thus, it can affect the performance of container life
cycle operations. Dockerfiles can be divided into multiple stages that
are built sequentially. Each stage starts with a FROM statement refer-
encing a base image, followed by statements that add layers to that
image. Figure 7 shows a Dockerfile creating an image that scores
the ML model ($MODELNAME), which we used with minor modifica-
tions for our Parquet, Sockets, and Arrow Flight containers. We start
with a minimal 114MB Python base image [6] on line 1. Lines 2-4
download the necessary python packages. Line 5 starts a new stage
with a fresh base image, and line 6 copies the packages into that
image. The "build" container from line 1 is discarded, and so are
the unnecessary build artifacts that were part of the pip install
process, i.e., wheels, setuptools, pycache. The resulting image is
463MB on disk. (If we did not discard the build artifacts by using

the multi-stage build, this image was 565MB on disk, meaning the
image is 102MB smaller due to leftovers from installation.)

Container clients such as Docker have built-in support for
caching image layers so that they do not have to be rebuilt, referred
to here as "incremental" images. In containerized model scoring,
it is likely that many of the dependencies (and thus, layers of the
container) remain consistent across UDFs. On line 8 we copy the
main file into the container, which contains the UDF code and the
communication code (such as Arrow Flight code), and on line 9,
we copy the model as the last step before the execution command.
Doing these steps last allows the user to change their UDF or their
model without having to rebuild the prior layers of the container,
as the first layers, (e.g., Python packages), will be cached.

For the next experiment, we wanted to evaluate the impact of
layer caching in builds. For that purpose, we built incremental
images with the same Dockerfiles, substituting only the model ref-
erenced by the $MODELNAME variable on line 9. The new model was
trained with the same version of scikit-learn and had the same
dependencies, as would be the case in a common model selection
workload, so all the layers except the last one can be reused from
the original image. In Figure 8, the right graph shows the build
times for the incremental image. We see that the incremental image
takes only .6s (slow disk) and .2s (fast disk), only 1.5% and .01% of
the time spent building the original image. This could allow users
to quickly iterate on their UDF and accompanying artifacts.

Note that it is possible to combine multiple UDFs in a single
container provided that no UDFs have conflicting dependencies. For
example, if a user created two UDFs with different models (a linear
regression and a decision tree) with the same version of scikit-learn,
the user could access each UDF from the same container using two
different URL paths (ex: myURL/linear and myURL/decisiontree).
This means there is no overhead for additional UDFs as the same
container could be reused. However, they may chose to keep only
a single UDF per container to simplify their workflow.

5.4.2 Impact of disk speed. When we created our test Spark cluster,
local disk speed was not something that we considered, as our Spark
data was all stored in a network-based location. However, during
our exploration of VM configurations, we observed that the build
and pull performance was heavily affected by disk access speed. Re-
call from §3.1 that the build phase involves compressing the image
layers and writing them to disk, and the pull phase extracts them.
We wanted to compare the impact of different disk alternatives on
build performance. For that purpose, we used two different disks:
(𝑖) the default SSD for the VMs used in our Spark cluster exper-
iments (120 Max IOPS and max throughput of 25 MBps), which
we refer to as "slow" disk, and (𝑖𝑖) an ephemeral disk [64] (8000
max burst IOPS and max burst throughput of 200 MBps), which we
refer to as "fast" disk. We monitored the disk usage using iostat,
observing that the slow disk was saturated during the build step
(the I/O utilization of the slow disk was higher than 200% at its
peak), while the fast disk did not ever reach 100% utilization.

Figure 8 shows the results for the slow and fast disk variants.
Observe that disk speed has noticeable impact over the build phase:
38s vs 31s for the original image, a ~1.2x speedup. This is bounded
by the fixed cost of downloading the Python dependencies. The
incremental image has a bigger speedup (3x) because the build step
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for the incremental image only copies the ML model into the last
layer and compresses it. Pushing the image is network-dependent
and therefore does not show much change, but the pull operation
again shows a significant speedup due to the decompression phase.

In general, we see that disk speed plays a surprising role on
multiple stages of the container’s life cycle, and should be taken
into consideration in local hosting.
§5 Key Takeaways:
• We found binary-based Arrow Flight to be a minimum of ∼2.4x
faster than the most efficient text-based alternative.

• Container start times vary wildly due to program size and
complexity, from .07-7s in our experiments.

• Once a UDF is containerized, subsequent minor changes to the
UDF can be done in .2-.6s in our experiments.

• Disk speed plays a large role in building and pulling container
images due to compression, up to 3x in our experiments.

6 MANAGED CONTAINERIZED UDFS
In the previous section, we studied the performance of UDFs with
an implementation using self-managed containerized UDF services
and containers local to the cluster, i.e., co-located with the Spark
executors. Another possible implementation would rely on a remote
managed cloud service, e.g., Azure Machine Learning (AML) [61] or
Azure Functions (AZF) [59], to act as the containerized UDF service
and manage the containers. (Figure 2 depicted this difference.) Next
we describe the trade-offs, across different dimensions, involved in
choosing between local and remote solutions:

• Security. Locally hosted containers do not provide isolation and
require self-management of security, whereas the use of a re-
mote managed service could support multitenancy with isolation
guarantees (if the service offers it). However, in contrast to the
remote alternative, the local setup ensures that data does not
leave the engine environment when the UDF is invoked.

• Simplicity. Managed solutions avoid the need for any infras-
tructure management and are often easier to setup. However,
they can still require tuning confusing settings, and make trou-
bleshooting performance issues and debuggingmore challenging.
Locally hosted containers require self-management of infrastruc-
ture, but can provide more access to monitor and tune the system.

• Overhead. The local container solution introduces some over-
head due to the cost of communicating between the container
and data engine. These overheads are amplified with remote ser-
vices due to network latency and potential service limits [60, 81].
However, the relative overhead of the remote versus local solu-
tion can depend on the UDF profile, discussed in this section.

• Resource Flexibility. Local containers are limited to the com-
pute resources available on the database engine. With remote
solutions, however, resources can be configured on a per UDF
basis. For example, compute-intensive UDFs could be run on
containers with specialized hardware support such as GPUs.

First, in §6.1, for the containerized UDFs designed to be run with
remote services, we look at the impact of running them in a remote
setting as opposed to the local setting. Then, in §6.2 we look at a
self-hosted local container registry vs a remote managed one, and
see how this impacts container distribution time.
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Figure 9: Comparing local and remote performance.

6.1 AML and Azure Functions
The goal of our next experiment was to understand the performance
impact of using remote hosted services to manage the containerized
UDFs. In Table 2, we introduced both the Web Server container,
whichwas a container built from anAZF base image, and anMLfLow
container built to be compatible with AML [61]. Both of these
contain the same scoring UDF. We first ran these containers locally
on our same Spark cluster. Then, we set up the managed services to
run them in Azure in the same region that was hosting the Spark
cluster. As our local container experimental Spark setup involved a
pre-spun container-per-task, we requested that the remote service
pre-spin the same number (12) of containers prior to running our
experiments to match the local setup as closely as possible.

In Figure 9, we show the time to perform the scoring experiment
with the AML MLflow containers using their online endpoint (in
gray) and AZF (in yellow). Recall from §5.2 that the Web Server
performs worse than MLflow because MLflow has built-in opti-
mizations such as model caching. The same optimizations could be
implemented in ourWeb Server . Also,Web Server is generic to all
UDFs, which makes it a much broader solution than MLflow.

In general, one of the biggest downsides of using the remote man-
aged services was difficulty in controlling the amount of compute to
match with the output of the Spark cluster. Across the experiments,
the remote setup adds roughly a 1.02-1.36x slowdown in the AML
MLflow case and a 1.07-1.21x slowdown in the AZFWeb Server case
when compared to the same experiments locally. (These slowdowns
are in addition to the overhead of the JSON/REST based protocols vs
no container.) This is due to a combination network latency, throt-
tling, and other overhead incurred in the managed services that
we do not have insight into. The simplicity of the remote managed
service is offset by the complications of performance optimizations.
Impact of UDF profile for a remote managed service. In §5.2,
we discussed the impact of UDF profile on selection of a data com-
munication method. The results from Figure 5 suggest that the UDF
profile can also impact the choice between local or remote managed
containers. For lightweight UDFs, a containerized solution with
lower absolute overhead might be required indicating local con-
tainers. For compute-intensive UDFs, a remote service might have
acceptable overhead as long as sufficient compute can be obtained.
Although local containers may offer the optimal solution in terms
of pure performance, there are other considerations for which a
user might want to use a remote managed service as discussed
earlier in this section. In such situations, the profile of the user’s
UDF and thus the relative overhead of data transport to and from the
container play a role in choosing the type of container service.
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6.2 Container registry location
It is common to rely on a fully managed container registry service
to handle image distribution. However, administrators can also
manage their own registry, e.g., the head node of a database cluster
could host the registry used by the worker nodes. While the former
alternative may provide built-in reliability, scalability, and secu-
rity, the latter provides more flexibility and can potentially reduce
latency depending on the network speed and node location.

We also measured the performance of the remote managed con-
tainer registry compared to a registry set up locally. For that pur-
pose, we started a new VM to act as the local registry, connecting
it to the same vnet [62] as the original VM and enabled accelerated
networking [55] between them. We then compared the end-to-
end times to push/pull images using each registry implementation
variant. First, when pushing/pulling the entire original images,
we found that the local registry consistently provided a ∼1.1-1.2x
speedup over the remote one. For example, in the prior experiment,
the push operation for the original image took 21 seconds, while it
took 18 seconds with the local registry. This speedup would vary
based on network speeds and remote registry configuration.

In a nutshell, network latency played a moderate role in the dis-
tribution of images in our setup. However, our results suggest that
there is a trade-off between ease of use (including aspects such as
reliability and security) and performance when choosing between
a remote managed container registry and a local registry. An addi-
tional option not studied here is using a peer-to-peer registry setup
between data engine nodes for even faster distribution [7, 46, 86].

§6 Key Takeaways:
• The overhead of using a remote managed service as opposed to
a local self-managed one was ∼1.02-1.36x in our experiments.

• Using a local container registry provided a speedup of at least
10% over the remote registry in our experiments.

7 EXTENSIBILITY
Effortless portability across platforms (different database engines)
and the ability to run arbitrary code (for any UDF purpose and
not locked to a language) opens a new set of use cases for UDFs.
Suppose the data engine only supports UDFs written in language
X and the user has a UDF written in language Y. Communication
between the data engine and containerized UDF remains possible
as long as languages X and Y have bindings in some standardized
protocol. Standardized protocols such as REST/JSON or Arrow
Flight have many language bindings, enabling greater flexibility in
the language choices for UDFs for a particular data engine (§2.2
L2) and the reuse of the same UDF container across different data
engines (§2.2 L3). The ability of the containerized approach to
support UDFs in many languages enables users to rely on any
library, and to transfer functions across data engines easily. For
example, any data engine could call routines from the specially
optimized library LAPACK [27] through its C/C++ APIs without
modifying the database environment. This section comments on
extending containerized UDFs to different platforms and different
languages.
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Figure 10: Scoring a model in SQL Server with Python exten-
sibility and with Azure Functions.

Cross-platform portability. As we mentioned previously, the
architecture introduced in §3.2 is not specific to Spark. To demon-
strate the generality of this approach as well as the extensibility
of running containerized UDFs across data engines, we set up a
similar experiment on SQL Server. Using a single Azure VM (16
vcores, 32GB RAM) for SQL Server with DOP 16, we first scored
the model from §4 without containers inside SQL using the Python
extensibility feature which allows external scripts such as Python
to be executed. We then reused the Web Server UDF container for
model scoring with SQL Server using AZF as the remote endpoint.

Figure 10 shows that the Python extensibility has a fixed cost in
this setup, but eventually at 10M rows the remote Azure Functions
(AZF) experiment becomes slightly slower than the local setup
mainly due to computational limitations of the specific AZF plan.
In general, this experiment demonstrates the portability of the AZF
Web Server from Spark to SQL Server due to the JSON language
bindings that support many languages, including C++ (for SQL
Server) and Python (for the containerized scoring UDF). Note that
although the UDF model container is the same for both Spark and
SQL Server, the underlying hardware, number and size of VMs, and
settings in the AZF configurations across the experiments do not
allow for a head-to-head comparison of the database engines.
Programming language flexibility. As mentioned before, the
containerized approach to execution of UDFs also enables users to
write UDFs in any programming language, even those not natively
supported. For example, Spark does not support C# UDFs, but with
the containerized UDF approach, we were able to implement a C#
string manipulation UDF. Once again, this flexibility was enabled
by JSON language binding support for both C# and Python.
§7 Key Takeaways:
• Reusing a containerized UDF between database engines is pos-
sible if both engines can implement the same protocol.

• Containers open up endless UDF extensibility, e.g., flexible
programming language and library dependencies.

8 RELATEDWORK
Containerized UDFs. Popular engines such as Snowflake and Red-
shift have recently added support for external functions [22, 78]
backed by cloud serverless platforms that let users bring their own
container images, e.g., AWS Lambda [80], Azure Functions [59], or
Google Cloud Functions [36]. Communication between the engines
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and these platforms is done in JSON over HTTPS. These exter-
nal functions allow users to write code in languages that native
UDFs do not support or rely on libraries that native UDFs cannot
access [21, 77]. Another system is InfluxDB Kapacitor, a real time
stream processing engine that supports containerized UDF execu-
tion using protocol buffers for communication over UNIX sock-
ets [43]. Additionally, Clipper [30] is a prediction serving system
that uses containers for each model to achieve process isolation, and
CEPLESS [52] uses a containerized user-defined operator interface
to enable complex event processing. To the best of our knowledge,
our work is the first to highlight the performance implications of
various design choices in using UDFs implemented with containers,
including relying on serverless compute platforms.
Containerized databases. Containerized UDFs could be seen as
a step towards a broader containerized architecture for the whole
engine. However, to provide granularized dependency isolation for
example, the system components must be modularized. Currently
most systems containerize the DB engine as a whole [63, 68].
Container operations. Various works have analyzed the perfor-
mance of container life cycle operations. One early study [40]
focused on container startup based on a representative Docker
benchmark, showing that 76% of the time was spent on pulling
the container image. Additional works [41, 88] examine container
image characteristics that can impact push/pull times. In contrast to
those works, we examine container performance within the context
of database systems and in the form of containerized UDFs.

Further, the increasing popularity of containers over the last
few years has led to significant improvements in container startup
time and optimizations in container runtimes in general [24, 41,
44, 45, 51, 53, 87]. In addition, other recent works have focused on
reducing container data access overhead. For example, Shimmy [23]
and Faasm [83] rely on shared memory, while Cloudburst [85]
uses a low-latency key-value store and caching. We are confident
that efforts to improve container efficiency and performance will
continue, broadening the range of use cases for containerized UDFs.
UDF optimizations and extensions. UDF usage in data process-
ing systems is ubiquitous, and therefore, efficient execution of UDFs
has received much attention over the years [29, 32, 38, 39, 42, 49, 74–
76, 84]. For instance, multiple works have focused on transform-
ing UDFs into SQL [39] or relational algebraic expressions [74]
that can be more easily optimized and executed by a DBMS, while
other approaches compile queries and UDFs written in different
implementation languages into a unifying IR [32, 38] to enable opti-
mizations across language boundaries. These works often focus on
specific implementation languages for the UDFs, in contrast to con-
tainerized UDFs which provide more flexibility by supporting any
languages and libraries in a sandbox environment. Further, some
works have studied techniques to improve the integration between
the data processing system and the UDF runtime, e.g., [76] uses
row batches and buffer reutilization to accelerate the execution of
Java UDFs in a C++ engine, while [49] focuses on compiling Python
UDFs into optimized native code that can be efficiently executed
by an engine written in C. Many of those techniques are applicable
to UDF implementations based on containers. A possible direction
for future work would be the optimization of queries with multiple
containerized UDFs, for which some of this prior work on UDFs

Figure 11: Flow chart of high level recommendations.

could apply. For instance, one could imagine cases where the execu-
tion performance could be improved by relying on, e.g., data reuse
across inputs to the UDFs, caching of intermediate results in the
containerized UDF, or allowing the containerized UDF service to
execute multiple UDFs before returning control to the data engine.

Finally, frameworks like Transport [70] and Portable [72] let the
user implement a UDF only once using an engine-agnostic interface,
and invoke it from multiple engines, e.g., Spark, Presto [16], etc.
Currently those frameworks do not use containers, however they
could be extended to use containerized UDFs and thus provide easier
dependency management and portability across environments.

9 CONCLUSION
This paper presents a detailed study of containerized UDFs.
Throughout the paper, we evaluate alternative implementations us-
ing self-managed vs hosted solutions, and discuss trade-offs across
dimensions such as performance, simplicity, or flexibility. We also
demonstrate the flexibility of containerized UDFs by executing
them across platforms and languages. A simplified summary of im-
plementation recommendations based on our findings is depicted
in Figure 11. Although this diagram overlooks some of the com-
plexities of containerized systems, it aims to provide some initial
concrete recommendations based on our results.

Our results suggest important and promising directions for fu-
ture work. For instance, wide adoption of more optimal (yet general-
purpose) communication frameworks, such as Arrow Flight, could
lead to significant performance improvements, especially for remote
container services. In addition, native support for containerized
UDFs in data engines could open up new possibilities for query
optimization, such as UDF/operator fusion to reduce data access
overhead as well as optimizing data communication for queries
with multiple UDFs. Another interesting direction is integrating
containers within frameworks aimed at generating cross-platform
UDFs from engine-agnostic definitions, such as Transport UDFs.
We expect the insights from our work will be useful to researchers
and practitioners that are trying to make sense of the large number
of alternatives to consider while designing this type of system.
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